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Introduction
 Visual-Inertial Odometry (VIO) requires 3D landmarks, velocity, and gravity to initialize
 To decrease user’s wait time, it is ideal to initialize as fast as possible
 State-of-the-art systems require 2 seconds, large parallax and many features to initialize
 Contributions

– Propose a new initialization method for monocular VIO leveraging learned monocular depth
– Shown to be faster, more accurate, and more robust, initializing with low parallax and only 15 features

Baseline Monocular Visual-Inertial Initialization
 State-of-the-art monocular initialization methods [1] use image tracks and IMU measurements 

in a VI-SfM to solve for initial conditions
 Large number (M) features and large baseline between keyframes required to initialize

Proposed Initialization Method

 Because of the reduced system, RANSAC is practical
– State size reduced from 6+3M for M landmarks to just 8
– 3 views and 2 features is proved to be the minimal problem, but 4 features used to increase robustness
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EuRoC Results
 Tested on EuRoC Vicon room datasets with 5 KFs over a 0.5sec window (avg over hundreds of 

initializations) using MiDaS [2] v2.1 small network
 Comparisons

– DS 3D: Baseline initialization [1] estimating 3D landmarks separately

– DS + DP: Our reimplementation of [3] (mono depth priors in VI-BA only, linear system the same)

TUM-VI Results
 On the TUM-VI dataset, we tested initialization with 5 KFs and only a 300ms window
 Found reasonable performance of MiDaS on fisheye images despite being trained on rectified
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Robustness Experiments (TUM-VI)
 Right: We added large random noise to the

measurements for different outlier percentages, 
showing our method’s robustness to outliers

 Below: We simulated tracking failure by reducing 
the number of features available, showing our 
method is robust to tracking failure
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 Linear System Structure
– Our linear system is considerably smaller than the 

baseline one
– System size is 8 regardless of the number of features
– Right: The structure of the normal equations is shown
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 Key idea: Leverage learned monocular 
depth to reduce the linear system

– Propose new model of 3D landmarks w.r.t.
learned affine-invariant depth

Landmarks, velocity, and gravity solved 
in linear system of dim 6+3M 
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