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Abstract—We revisit the problem of efficiently leveraging prior map information within a visual-inertial estimation framework. The use of traditional landmark-based maps with 2D-to-3D measurements along with the recently introduced keyframe-based maps with 2D-to-2D measurements are investigated. The full joint estimation of the prior map is compared within a visual-inertial simulator to the Schmidt-Kalman filter (SKF) and measurement inflation methods in terms of their computational complexity, consistency, accuracy, and memory usage. This study shows that the SKF can enable efficient and consistent estimation for small workspace scenarios and the use of 2D-to-3D landmark maps have the highest levels of accuracy. Keyframe-based 2D-to-2D maps can reduce the required state size while still enabling accuracy gains. Finally, we show that measurement inflation methods, after tuning, can be accurate and efficient for large-scale environments if the guarantee of consistency is relaxed.

I. INTRODUCTION

Camera and inertial sensors have become increasingly prominent in robotic and autonomous applications due to their small form factor, complimentary sensing nature, weight, and low cost [1]. Visual-inertial navigation systems (VINS) look to fuse this visual and inertial dynamic information into an estimate of the platform’s pose and corresponding uncertainty. One of the barriers which prevents the wider deployment of VINS is that visual-inertial sensors can only provide the relative change to an arbitrary frame and cannot recover global yaw and position [2], [3].

To overcome this, VINS is typically a sub-system of the complete localization solution and provides high frequency relative pose information that is later fused with global information (e.g., a prior map with loop-closures). Incorporating global information increases the computational complexity and memory resources, thus many works have relegated this problem to secondary non-realtime background threads [4]–[9]. This has typically been achieved by splitting the underlying joint optimization problem into one which recovers the global pose and introduces loop-closure constraints, and another odometry method which provides high frequency relative poses. The two optimization problems do not model the correlations between each other and thus are, at best, an imperfect inconsistent approximation of the original joint problem. The popular design which uses a visual-inertial odometry (VIO) front-end, and a backend optimization which incorporates loop-closure information typically has the additional downside that global correction information cannot be leveraged in the “front-end” VIO [4]–[6], [10]. Works which have allowed the front-end to use an optimized map which includes global information, treat the map as perfectly know or do not track the correlations [7], [11]–[16].

A few works have looked to efficiently incorporate global information directly into the estimator in a consistent manner. Most leverage the Schmidt-Kalman filter (SKF) [17] formulation which allows for estimation of the active states and “schmidt’ed” states which are treated as nuisance parameters and not updated. The SKF’s computational cost is linear in the number of schmidt’ed states which is ideal for large prior map sizes. Dutoit et al. [18] introduced the Cholesky-Schmidt-Kalman filter which explicitly considered the uncertainty of a given fixed prior map. They showed that, as compared to doing simple measurement inflation and treating the prior map as true, their method was consistent and computationally efficient. Ke et al. [19] presents an approximate information variant of the Schmidt-Kalman filter, termed RISE-SLAM, which enabled efficient information filtering, but required state re-ordering between “exploration” and “relocalization” phases. Huai and Huang [20] later expanded in this direction and showed that tracking of two states in opposite state ordering and incorporating loop-closure constraints asynchronously was feasible. Additionally, we have previously proposed two works which have investigated the use of the SKF for efficient online map-based localization [21], [22]. Both leveraged the SKF and built either a point-based or keyframe pose-based map and directly updated the state with loop-closure information in real-time.

There are a few different ways to relate global map information to the state. The most common method is to leverage sparse visual landmark maps and constrain the frontend state with 2D-to-3D constraints [7], [12], [15], [16], [18], [21]. Typically, due to the large map size, these methods...
either treat the sparse landmark map as true or perform measurement inflation. We presented an alternative method in [22], which leveraged prior keyframes with historical observations. After matching to features tracked in the current frame, these historical observations could be used to related the active feature to the historical keyframe pose, and thus indirectly constrain the current pose to the global prior map.

In this paper we investigate how these different methods can be incorporated within a VINS, and how each impacts the computational complexity, accuracy, and consistency. The key contributions of our work are as follows:

- We investigate in depth the use of landmark 2D-to-3D and keyframe-based 2D-to-2D prior maps within a filter-based real-time visual-inertial estimator.
- We study different techniques for incorporating loop-closure information: (i) full estimation of the prior map in a joint manner, (ii) Schmidt’ing of the prior map, and (iii) a variety of different measurement inflation methods.
- All variations are evaluated numerically within a realistic visual-inertial simulator leveraging real-world trajectories and discussed in terms of their accuracy, consistency, computational complexity, and memory.

II. PROBLEM STATEMENT

A. Map-based EKF-SLAM

We build off MSCKF-based VIO [23]–[25] and incorporate prior landmark or keyframe maps. Specifically, we can define the following state of the system:

\[
\begin{align*}
\mathbf{x}_k &= \begin{bmatrix} \mathbf{x}_A & \mathbf{x}_M & \mathbf{x}_K \end{bmatrix}^T \\
\mathbf{x}_A &= \begin{bmatrix} \mathbf{x}_{I_k}^T & \mathbf{x}_C^T & \mathbf{x}_L^T \end{bmatrix}^T \\
\mathbf{x}_M &= \begin{bmatrix} G\mathbf{p}_{f_1} & \cdots & G\mathbf{p}_{f_m} \end{bmatrix}^T \\
\mathbf{x}_K &= \begin{bmatrix} \mathbf{x}_{I_1} & \cdots & \mathbf{x}_{I_n} \end{bmatrix}^T
\end{align*}
\]

where:

\[
\begin{align*}
\mathbf{x}_{I_k} &= \begin{bmatrix} I_k \mathbf{q}^T \mathbf{b}_{\omega_k}^T \mathbf{G} \mathbf{v}_{I_k} \mathbf{b}_{\omega_k}^T \mathbf{G} \mathbf{p}_{I_k}^T \end{bmatrix}^T \\
\mathbf{x}_C &= \begin{bmatrix} \mathbf{x}_{I_k}^T & \cdots & \mathbf{x}_{I_{k-1}}^T \end{bmatrix}^T \\
\mathbf{x}_L &= \begin{bmatrix} G\mathbf{p}_{f_1}^T & \cdots & G\mathbf{p}_{f_n}^T \end{bmatrix}^T
\end{align*}
\]

where we define the “active” state \( \mathbf{x}_A \), map of \( m \) features \( \mathbf{x}_M \), and map of \( n \) keyframe poses \( \mathbf{x}_K \). The clone state \( \mathbf{x}_C \) contains \( c \) historical IMU poses and a local temporal SLAM feature map \( \mathbf{x}_L \) stores features which are tracked and updated until lost. \( \mathbf{q} \) is the unit quaternion parameterizing the rotation \( \mathbf{R} \) from the global frame of reference \( G \) to the IMU local frame \( I \) [26], \( \mathbf{b}_{\omega} \) and \( \mathbf{b}_g \) are the gyroscope and accelerometer biases, and \( \mathbf{G} \mathbf{v}_I \) and \( \mathbf{G} \mathbf{p}_I \) are the velocity and position of the IMU expressed in the global frame, respectively.

B. Propagation

The state evolves according to the inertial nonlinear IMU kinematics [27]. All states besides the inertial state, \( \mathbf{x}_f \), have zero dynamics. Integrating incoming IMU linear accelerations, \( \mathbf{a}_m \), and angular velocities, \( \omega_m \), we get:

\[
\mathbf{x}_{f_{k+1}} = \mathbf{f}(\mathbf{x}_{f_k}, \mathbf{a}_{m_k}, \mathbf{\omega}_{m_k}, \mathbf{G} \mathbf{a}_{\omega_k})
\]

where \( \mathbf{n}_a \) and \( \mathbf{n}_\omega \) are the zero-mean white Gaussian noise of the IMU measurements. We can then linearize the nonlinear model and propagate the state and covariance forward [23].

C. Feature Measurement Function

As the sensor platform moves, bearings to environmental features are tracked on the image plane using KLT optical flow [28]. A bearing measurement \( z \) seen at timestep \( k \) can be related to the state by the following (simplified for presentation, model in [25] is used):

\[
\begin{align*}
\mathbf{z}_k &= \mathbf{h} (\mathbf{x}_{T_k}, G\mathbf{p}_f) + \mathbf{n}_k = : \Lambda(C) \mathbf{p}_f + \mathbf{n}_k \\
\Lambda ([x y z]^T) &= [x/z \quad y/z]^T \\
C & = G \mathbf{p}_f = f^T \mathbf{p}_f \mathbf{R}^T \mathbf{G} \mathbf{p}_f - G \mathbf{p}_f + C \mathbf{p}_f
\end{align*}
\]

where \( \mathbf{n}_k \) is the white Gaussian noise with covariance \( \mathbf{R}_k = \sigma_{\text{pix}}^2 \mathbf{I} \). We can now linearize this measurement model and obtain the following residual:

\[
\mathbf{r}_k = \mathbf{z}_k - \mathbf{h}(\hat{\mathbf{x}}_{T_k}, G\hat{\mathbf{p}}_f) \\
\simeq \mathbf{H}_{T_k} \mathbf{x}_{T_k} + \mathbf{H}_{f_k} G \hat{\mathbf{p}}_f + \mathbf{n}_k
\]

where \( \mathbf{H}_{T_k} \) and \( \mathbf{H}_{f_k} \) are the measurement Jacobians, and \( \hat{\mathbf{x}}_{T_k} \) and \( G \hat{\mathbf{p}}_f \) are the error states for the observation pose and feature, respectively. After sufficient observations of the feature, we can ”stack” them to get:

\[
\mathbf{r}_k = \mathbf{z}_k - \mathbf{h}(\hat{\mathbf{x}}_{T_k}, G\hat{\mathbf{p}}_f) \\
\simeq \mathbf{H}_{T_k} \mathbf{x}_{T_k} + \mathbf{H}_{f_k} G \mathbf{p}_f + \mathbf{n}_k
\]

D. Prior Map Update - 2D-to-3D

Consider an actively tracked feature that has matched to the \( i \)’th prior map feature in \( \mathbf{x}_M \). This is the traditional 2D-to-3D measurement model that has been typically seen throughout the literature [12], [15], [18], [21]. We have:

\[
\mathbf{r} = \mathbf{H}_{T}\mathbf{x}_{T_{1,c}} + \mathbf{H}_{f} G \mathbf{p}_f + \mathbf{n}
\]

where the measurement is a function of \( c \) clone poses, \( \mathbf{x}_{T_{1,c}} = [\mathbf{x}_{T_1}^T \cdots \mathbf{x}_{T_c}^T]^T \), corresponding to each observation time the feature was seen, and the stacked measurement noise is \( \mathbf{n} \sim N(0, \mathbf{R}) \) where \( \mathbf{R} = \sigma_{\text{pix}}^2 \mathbf{I} \).

E. Prior Map Update - 2D-to-2D

Presented in [22], consider the case that we observe a feature from the \( k \)’th keyframe in our prior map of keyframes and has also been seen by \( c \) active clones:

\[
\mathbf{r} = \mathbf{H}_{T}\mathbf{x}_{T_{1,c}} + \mathbf{H}_{f} G \mathbf{p}_f + \mathbf{n}
\]

\[\footnote{Throughout this paper \( \hat{\mathbf{x}} \) is used to denote the estimate of a random variable \( \mathbf{x} \), while \( \mathbf{x} = \hat{\mathbf{x}} \oplus \mathbf{\delta x} \) is the error in this estimate. The updated estimate from a correction \( \mathbf{\delta x} \) is \( \hat{\mathbf{x}}^{(\mathbf{\delta x})} = \hat{\mathbf{x}} \oplus \mathbf{\delta x} \).} \]
where \( x_{T_k} \in x_K \). We then remove the dependency on the feature \( G\hat{p}_f \), \( G\hat{p}_f \not\in x_k \), by projecting \( r \) onto the left nullspace of \( H_f \) (i.e., \( N^\top H_f = 0 \)) [23]:

\[
N^\top r = N^\top H_f x_{T_k} + N^\top H_T x_{T_k} + N^\top n
\]

\[
\Rightarrow r' = H_f' x_{T_k} + H_T' x_{T_k} + n'
\]

where \( n' = N^\top n \) with covariance \( R' = N^\top R N \). This measurement function can directly update the state.

\section*{F. Non-Map Feature Updates}

Features which have not been matched to the prior maps can be processed as local “SLAM features” and inserted into the state vector, \( x_L \), as part of a local temporal map or as “MSCKF features” which directly update the state by removing the feature position through the MSCKF nullspace projection procedure [23]. The updates are similar to Eq. (15) and Eq. (18) (see [25] for details).

\section{III. METHODS FOR PRIOR MAP UPDATES}

We now detail the different methods and techniques which enable efficient incorporation of global information. In general, for a filter or non-linear least squares the complexity is on order \( O(x^2) \) or \( O(x^3) \) (where \( x \) is the total map state size) in the worst case if the measurement residual size is assumed to be much smaller in order. We now present different approximations which aim to reduce this complexity.

\subsection*{A. Extended Kalman Filter}

We first begin with the standard EKF which jointly estimates all variables. We split the state into an active and map portion at timestep \( k \):

\[
x_k = \begin{bmatrix} x_{A_k} \\ x_{S_k} \end{bmatrix}, \quad P_k = \begin{bmatrix} P_{AA_k} & P_{AS_k} \\ P_{SA_k} & P_{SS_k} \end{bmatrix}
\]

where \( x_{S_k} = [x_M^\top x_K^\top]^\top \). We can define the following linearized measurement function:

\[
r \simeq H_A x_{A_k} + H_S x_{S_k} + n
\]

where \( x_{A_k} = G\hat{p}_f \) if we matched to a historical feature [see Sec. II-D], or \( x_{S_k} = x_{T_k} \) in the case that we matched to a historical keyframe [see Sec. II-E]. We can then define the Kalman gain as follows:

\[
K_k = \begin{bmatrix} K_{A_k} \\ K_{S_k} \end{bmatrix} = \begin{bmatrix} P_{AA_k} H_A^\top + P_{AS_k} H_S^\top \\ P_{SA_k} H_A + P_{SS_k} H_S \end{bmatrix} S_k^{-1}
\]

\[
= : \begin{bmatrix} L_{A_k} \\ L_{S_k} \end{bmatrix} S_k^{-1}
\]

where \( H_k = [H_A H_S] \) and \( S_k = H_k P_k H_k^\top + R \) is the measurement residual innovation. This then leads to the following mean and covariance update equations:

\[
\dot{x}_{A_k} = \dot{x}_{A_k} + K_{A_k} r, \quad \dot{x}_{S_k} = \dot{x}_{S_k} + K_{S_k} r
\]

\[
\dot{P}_k = P_k - \begin{bmatrix} K_{A_k} S_k K_{A_k}^\top & K_{A_k} H_k \left[ P_{AS_k} P_{SS_k} \right] \\ P_{AS_k}^\top & H_k^\top K_{A_k}^\top S_k K_{S_k} K_{S_k}^\top \end{bmatrix}
\]

We note that this process is \( O(x^2) \) complexity if the number of measurements is far smaller than the state size (i.e., \( S_k^{-1} \) is cheap) due to the covariance update multiplication \( K S_k K^\top \). The memory requirement for landmark-based and keyframe based maps are \( O((3m)^2) \) and \( O((6n)^2) \), respectively.

\subsection*{B. Linear Schmidt-Kalman Filter}

A consistent alternative to the standard EKF is the Schmidt-Kalman filter (SKF) [17]. This has been successfully used (along with different variations) to reduce the update complexity for map-based localization [18]–[22]. Using the same state definition as in Eq. (19), we set \( K_{S_k} = 0 \) and get the following update equations [see Eq. (22) and (23)]:

\[
\dot{x}_{A_k}^\oplus = \dot{x}_{A_k} + K_{A_k} r, \quad \dot{x}_{S_k}^\oplus = \dot{x}_{S_k}
\]

\[
\dot{P}_k^\oplus = P_k - \begin{bmatrix} K_{A_k} S_k K_{A_k}^\top & K_{A_k} H_k \left[ P_{AS_k} \right] \\ P_{AS_k}^\top & H_k^\top K_{A_k}^\top 0 \end{bmatrix}
\]

This process is \( O(x) \) and its memory requirement for landmark-based and keyframe based maps are \( O((3m)^2) \) and \( O((6n)^2) \), respectively. This is due to only updating the cross-covariance terms. We note that this is a consistent\(^2\) approximation which ensures that the filter is never more confident than the original EKF [see [18]].

\subsection*{C. Noise Inflation - Measurement}

Another method for incorporating global information is to not explicitly estimate the map states (landmarks or keyframes). The downside is that this prevents the modeling of the correlation between the state and the map and thus is inconsistent. Specifically, in Eq. (12) and (18) we treat the feature position and keyframe pose as known, and thus their Jacobians, \( H_f \) and \( H_T \), become zero.

Naively the simplest way to solve this inconsistency due to an overconfident measurement is to inflate the measurement noise. For landmark-based or keyframe-based maps we can simply inflate the measurement observation noise as:

\[
R = (\gamma \sigma_{pix}^2) I
\]

The key advantage of this method is that the computational cost is now constant \( O(1) \) since only the inertial state, sliding window, and temporal SLAM map is tracked. The memory requirement for both landmark and keyframe-based maps is \( O(0) \). This can have profound impacts on large maps and thus giving up the guarantee of consistency for this computational advantage is very alluring.

\(^2\)An estimator is consistent when its errors are zero-mean (unbiased) and covariance matrix is equal to that reported by the estimator [29, Section 5.4].
TABLE I: Simulation parameters and priors that perturbations of measurements and initial states were drawn from.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pixel Proj. (px)</td>
<td>1</td>
<td>Num. Camera</td>
<td>1</td>
</tr>
<tr>
<td>IMU Freq. (hz)</td>
<td>400</td>
<td>Cam Freq. (hz)</td>
<td>10</td>
</tr>
<tr>
<td>Avg. Feats</td>
<td>15</td>
<td>Num. SLAM</td>
<td>10</td>
</tr>
<tr>
<td>Accel. White Noise</td>
<td>2.0000e-03</td>
<td>Accel. Rand. Walk</td>
<td>3.0000e-03</td>
</tr>
<tr>
<td>Prior Key. Ori. (deg)</td>
<td>1.0</td>
<td>Prior Key. Pos. (cm)</td>
<td>6</td>
</tr>
<tr>
<td>Prior Feat. Pos. (cm)</td>
<td>12</td>
<td>% Feat. Lost Btw Key.</td>
<td>75</td>
</tr>
<tr>
<td>Max Dist. Btw Key. (m)</td>
<td>1</td>
<td>Max Deg. Btw Key. (deg)</td>
<td>15</td>
</tr>
<tr>
<td>Map PTS</td>
<td>210</td>
<td>Map KF</td>
<td>86</td>
</tr>
</tbody>
</table>


d. Noise Inflation - Marginal Covariance Inflation

Many works have leveraged the marginal covariance of the prior map to both reduce the complexity and memory requirements of the system (e.g., [15]). The main advantage is that this allows for each landmark or keyframe to have different levels of uncertainty and the use of its Jacobian to map the additional error to the observed measurement. More concretely we have the following modified measurement noise for landmark-based and keyframe-based prior maps respectively [see Eq. (12) and (18)]:

\[ R = \mu H_f^T P_{f f} H_f + \sigma^2_{pix} I \]

\[ R = \mu H_k^T P_{T T} H_k^T + \sigma^2_{pix} I \]

where \( P_{f f} \) and \( P_{T T} \) are the 3x3 and 6x6 prior landmark and keyframe covariances, respectively. This process also ensures the computational cost is also now constant \( O(1) \), with memory requirements of \( O(9m) \) and \( O(36n) \), respectively.

E. Noise Inflation - Alpha Beta Inflation

The final noise inflation variation investigated is the one presented in [30], which incorporates not only inflation due to the marginal prior map covariance but also the current state covariance (originally adopted by NASA’s Apollo program [31] and used to “intentionally slow adaptation in linearized estimation problems”). Specifically we have the following:

\[ \mathbf{R} = \alpha H_f^T P_{f f} H_f^T + \beta H_T^T P_{T T} H_T + \sigma^2_{pix} I \]

\[ \mathbf{R} = \alpha H_k^T P_{T T} H_k^T + \beta H_k^T P_{TT} H_k^T + \sigma^2_{pix} I \]

This process is constant \( O(1) \) in terms of computational cost, with memory requirements of \( O(9m) \) and \( O(36n) \) for landmark and keyframe-based maps. We normally “whiten” the linearized measurement function with the now dense noise to regain an identity noise covariance form.

IV. NUMERICAL STUDY

To investigate and compare the different methods for global measurement inclusion we simulated a realistic indoor single room dataset which is approximately 15 minutes long and 1.2km in length (see Fig. 1). We employ the OpenVINS simulator [22] to generate realistic visual-bearing and inertial measurements from the trajectory generated by an existing VINS. Simulation parameters used are documented in Tab. I, while details on how the prior map is generated are specified in the following section. First-estimates Jacobians (FEJ) [32], [33] were used to improve the estimator consistency as the use of environmental landmarks is known to introduce inconsistent information gains. For metrics we report the Absolute Trajectory Error (ATE), Normalized Estimation Error Squared (NEES), and Relative Pose Error (RPE) throughout the different experiments (see [34] and [29]). NEES’s magnitude should match the 3 degree-of-freedom orientation and position state sizes.

Feature matching to historical keyframes to gain additional feature observations was simulated by selecting the closest keyframe and using groundtruth labels, while for map features the groundtruth labels were directly used (thus perfect matching). In real-world experiments, where incorrect feature associations are prevalent, chi-squared thresholding can be leveraged before update to reject outliers. Additional simulation results for different trajectories and noise perturbations can be found in the companion technical report [35].

A. Prior Map Generation

We now describe the procedure on how we generate a prior map of environmental landmarks and keyframes (e.g., Fig. 1). Starting at the beginning of the trajectory we move the camera forward in time at a rate of 4 Hz. At each timestep we project the current landmark map into the camera frame and if the number of seen features falls below our average feature tracking amount we generate new features. This is repeated until the end of the trajectory is reached and our prior landmark map is complete after applying perturbations.

To generate the keyframe map, we repeat this procedure. Specifically at each timestep the current camera must be near an existing keyframe and share a sufficient percentage of common overlapping features; otherwise a new keyframe is created. After generating our keyframes, we project the landmark map into each to generate bearing observations, and both the keyframe poses and observations are perturbed.

Shown in Fig. 2, we perform a small study on how the prior map state size changes with the average number of feature tracks. Landmark-based maps have a state of \( 3m \), where \( m \) is the number of landmarks, and keyframe-based maps have \( 6n \), where \( n \) is the number of keyframes. The landmark map has a very linear relationship with the average number of tracked features and grows to a very large size, which is expected. We additionally show three keyframe...
TABLE II: Average ATE and NEES over 5 Room dataset runs for different map priors and algorithms.

<table>
<thead>
<tr>
<th>Prior Algo.</th>
<th>ATE (deg / m)</th>
<th>NEES (3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>VIO</td>
<td>-</td>
<td>2.603 / 0.271</td>
</tr>
<tr>
<td>2D-2D-3D</td>
<td>0.5°, 3cm EKF</td>
<td>0.324 / 0.090</td>
</tr>
<tr>
<td></td>
<td>SKF</td>
<td>0.374 / 0.099</td>
</tr>
<tr>
<td>1.0°, 6cm</td>
<td>EKF</td>
<td>0.442 / 0.105</td>
</tr>
<tr>
<td></td>
<td>SKF</td>
<td>0.518 / 0.130</td>
</tr>
<tr>
<td>3.0°, 12cm</td>
<td>EKF</td>
<td>0.629 / 0.127</td>
</tr>
<tr>
<td></td>
<td>SKF</td>
<td>0.941 / 0.167</td>
</tr>
</tbody>
</table>

prior maps with different maximum distances between generated keyframes. For the keyframe-based maps there is a clear advantage in state size, as the average number of tracked features increase, since more features just increases the number of observations in all keyframes. For the rest of the experiments we select a keyframe distance of 1 meter since the state size is close to the size of a point-based map when using 15 average features, and thus this advantage won’t be shown.

B. Map Prior Noise Sensitivity

A natural question is how good will the “best” estimator perform with different prior map noises. We first investigate this using the standard EKF and SKF to see how the accuracy is affected by the quality and uncertainty levels of the prior map. Shown in Tab. II, we report the VIO, which doesn’t leverage any prior map, the landmark-based 2D-to-3D map, and the keyframe-based 2D-to-2D map. The simulator parameters used are reported in Tab. I.

First, we can see that all the prior map methods are able to outperform the odometry VIO method. Additionally, even at large noise levels of 12cm, both the landmark and keyframe methods are still able to gain in both the orientation and position accuracy. Additionally, we can see that the 2D-to-3D methods greatly outperform the 2D-to-2D method. This makes sense since the 2D-to-2D indirectly constrain the current pose of the system through additional feature observations, while the 2D-to-3D directly constrain all observations for a feature. It is also interesting to note that while the EKF 2D-to-3D has very good levels of accuracy the NEES increases with noise. We conjecture this is due to FEJ, which can introduce linearization errors at high noise levels (the SKF hides this due to its naturally conservative covariance, see [36] for a discussion). Given these results we pick our priors used during the rest of the simulations, Tab. I, as 12cm for the landmark-based map and 1 degree and 6 centimeters for the keyframe-based map with 1 pixel observation noise.

C. Inflation Tuning Sensitivity

A downside of the inflation methods is that their inflation multipliers need to be tuned. The results reported in Tab. III look to answer if they are sensitive to their value and determine what the optimal is. We can first see that the measurement-based inflation, $\gamma$, requires the largest amount of inflation levels to reach consistent estimation, and with an inflation value of 1 the estimator quickly diverged since it is equivalent to treating the feature position as true. The amount of inflation when using the marginal covariance $\mu$, alpha $\alpha$, and beta $\beta$ inflation does not have that large of an affect on accuracy which is ideal. Additionally, there seems to be little difference between the two. We can therefore recommend inflating using the marginal or alpha beta covariance with a conservative (one order) multiplier (this does not guarantee consistency). It is also important to note that while these two methods do have some invariance to different prior map noises, the measurement inflation parameter $\gamma$ highly depends on the prior map quality. We select an inflation of $\gamma = 20$, $\mu = 10$, $\alpha = 10$, and $\beta = 5$ for the rest of the experiments.

D. Map and Algorithm Comparison

We now look to compare the different prior map types and methods that incorporate global information. We report the results in Tab. IV. In general we see that the 2D-to-3D landmark-based methods are able to achieve an order of magnitude better accuracy across all variants, with near constant error as the RPE segments grow in length. The 2D-to-2D method is able to halve the orientation error, but the position error has marginal improvements when compared to that of the 2D-to-3D method. The majority of improvements are at longer trajectory lengths of 200-240m as compared to the shorter segments. This is likely due to the fact that it takes many historical 2D-to-2D observations to improve the state as compared to the “strong” constraint 3D position of the feature in the 2D-to-3D method provides.

We additionally report on the right of Tab. IV and in Fig. 3 each method’s average timing. The EKF takes the most time, the SKF second, and the inflation methods all around...
the same. In Fig. 3, we additionally show the computational cost as we increase the average number of features and for different keyframe distance thresholds. The 2D-to-2D (KF) methods have near constant offset from the VIO time as the number of average features only marginally increases the computational cost due to more measurements. This is a clear advantage when the number of tracked features is large. The 2D-to-3D (PTS) method quickly increases an order of magnitude slower than VIO, which is expected as the state size dramatically grows (see Fig. 2). The inflation methods (INF) for both landmark and keyframe prior maps perform similarly; the NEES and total time to process each image is reported.

### V. Conclusion

In this work we have revisited the map-based visual-inertial estimation problem in detail. A thorough investigation of 2D-to-3D landmark-based and 2D-to-2D keyframe-based prior maps was conducted. Different methods which incorporate this global information were presented and discussed. Simulation experiments were performed to show the achievable accuracy of estimators given different map priors, the sensitivities of inflation-based methods to their tuning parameters, and how all variants compare in terms of their computational cost, accuracy, consistency, and navigation drift, and that inflation methods, after tuning, can practically be leveraged with conservative inflation values.

Finally, we evaluated all methods against each other and make the following general recommendations: (1) the SKF estimators become prohibitively expensive or the loss of consistency guarantees is acceptable.

In the future we plan to investigate these methods in real-world scenarios.
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