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Abstract— In this paper, we present a real-time multi-IMU
visual-inertial navigation system (mi-VINS) that utilizes the
information from multiple inertial measurement units (IMUs)
and thus is resilient to IMU sensor failures. In particular, in
the proposed mi-VINS formulation, one of the IMUs serves as
the “base” of the system, while the rest act as auxiliary sensors
aiding in state estimation. A key advantage of this architecture
is the ability to seamlessly “promote” an auxiliary IMU as a
new base, for example, upon detection of the base IMU failure,
thus being resilient to the single point of sensor failure as seen
in conventional VINS. Moreover, in order to properly fuse the
information of multiple IMUs, both the spatial (relative pose)
and temporal (time offset) calibration parameters between each
sensor and the base IMU are estimated online. The proposed mi-
VINS with online spatial and temporal calibration is validated
in both simulations and real-world experiments, and is shown
to be able to provide accurate localization and calibration even
in scenarios with IMU sensor failures.

I. INTRODUCTION

With recent advances in hardware design and manufac-
turing, low-cost light-weight MEMS inertial measurement
units (IMUs) have become ubiquitous. which enables high-
accuracy positioning for mobile devices [1] and micro aerial
vehicles (MAVs) [2], holding huge implications in a wide
range of practical applications from mobile augmented re-
ality to autonomous driving, in part due to their ability
to directly measure the dynamics of a moving object at
high frequency. The measured angular velocity and local
linear acceleration provided by these inertial sensors give
them remarkable accuracy in predicting short-term dynamic
motion, and thus are ideal for fusion with lower-rate ex-
teroceptive sensors such as the cameras found in visual-
inertial navigation systems (VINS) [3]. VINS technologies
have emerged in recent years (e.g., see [4–8]), in part because
of the complementary sensing capabilities of the sensors
(IMU and camera) and their decreasing costs and sizes.

The vast majority of current VINS have primarily focused
on a single IMU and camera (both monocular and stereo) [3,
7–10]. While such a sensor pair is considered as the minimal
sensing capability for 3D motion estimation, clearly it is not
resilient to sensor failure. In reality, sensors certainly may
experience failures preventing the estimator from acquiring
new measurements from the faulty sensor. If this sensor
(such as IMUs in VINS) is required to fully constrain the

This work was partially supported by the University of Delaware Col-
lege of Engineering, UD Cybersecurity Initiative, the NSF (IIS-1566129),
the DTRA (HDTRA1-16-1-0039), and Google Daydream.

†The authors are with the Department of Mechanical Engi-
neering, University of Delaware, Newark, DE 19716, USA. Email:
{keck,ghuang}@udel.edu

∗The author is with the Department of Computer and Informa-
tion Sciences, University of Delaware, Newark, DE 19716, USA. Email:
pgeneva@udel.edu

estimation problem, its failure will result in the collapse of
the entire system. Such failures can occur in practice due to
sensor disconnection (due to impact), high temperatures, or
sensitivity to vibrations [11]. To compensate for this issue,
redundant sensors (i.e., hardware redundancy) are typically
used [12]. Therefore, adding more IMUs into VINS appears
to be a straightforward solution for improving the system
resilience against sensor failures, in particular, given the
low cost of IMUs. However, to the best of our knowledge,
few VINS utilize multiple IMUs while performing real-time
estimation.

In this work, we take up this challenge by developing
a multi-IMU VINS (mi-VINS) algorithm resilient to IMU
sensor failures. In particular, we propose an EKF-based esti-
mation architecture that generalizes the multi-state constraint
Kalman filter (MSCKF) from a single IMU setup [3] to a
multi-IMU case, such that the proposed estimator can readily
utilize all the information from multiple IMUs and can
seamlessly recover from unit failures. Moreover, in order to
properly fuse the information of multiple IMUs, the proposed
mi-VINS performs online sensor calibration of both the
spatial (relative pose) and temporal (time offset) calibration
parameters between sensors.

Specifically, the main contributions of this paper include:
• We propose a tightly-coupled EKF-based estimation

architecture that optimally fuses asynchronous measure-
ments from multiple IMUs and a camera. In particular,
we maintain and propagate each IMU’s state estimate as
well as the joint covariance, and by arbitrarily choosing
one IMU as the base whose poses are stochastically
cloned as in the standard MSCKF, we can perform EKF
update using both visual measurements and rigid-body
relative pose constraints between the IMUs.

• We perform online sensor calibration refinement of
both the spatial and temporal calibration parameters
between all sensors, allowing us to consistently fuse
their asynchronous measurements without the need to
perform a tedious offline calibration process, instead
relying on only rough initial guesses.

• The proposed mi-VINS is resilient to IMU sensor
failure. If the base IMU fails, an auxiliary IMU is “pro-
moted” as a new base, offering uninterrupted localiza-
tion solutions via estimate and covariance propagation.

• The proposed mi-VINS is validated in both simulations
and real experiments, and is shown to provide high-
precision navigation even in cases of sensor failures.

II. RELATED WORK

To date, various algorithms are available for VINS prob-
lems, among which the MSCKF [3] appears to be one of



the first real-time solutions. Their method uses quaternion
dynamics [13] to process noisy inertial measurements of
a single IMU in the EKF propagation, while camera mea-
surements to point features are processed by projecting the
measurement residuals onto the null space of the feature
Jacobians, thereby creating measurements that rely only on
the stochastic clones of the IMU/camera poses. The MSCKF
remains popular primarily due to its efficiency, and has
been extended in different directions [1, 4–6, 14–16]. On
the other hand, batch optimization-based methods solve a
nonlinear least-squares problem over the entire history (or a
sliding window) of measurements and tend to achieve higher
accuracy but at the cost of increased computational burden
(e.g., [7, 17, 18]). Nevertheless, all these VINS algorithms
remain vulnerable to single IMU failure.

While outside of VINS, fusing multiple IMUs has been
widely studied [19], e.g., with the application to human
motion tracking [20], these methods neither perform visual-
inertial fusion nor online spatial/temporal calibration as in
this work. Ma et al. [21] fused a tactical grade IMU, stereo
camera, leg odometry, and GPS measurements in an EKF
alongside a navigation-grade gyroscope for estimating the
motion of a quadruped robot, but without calibration or the
ability to use acceleration measurements from a second IMU.

When calibrating visual-inertial systems, substantial re-
search efforts have been focused on offline processes that
often require additional calibration aids (fiducial tags) [22–
25]. For instance, Rehder et al. [22] used a continuous-time
basis function representation [26] of the sensor trajectory to
calibrate both the extrinsics and intrinsics of a multi-sensor
system in a batch fashion. As this B-spline representation
allows for the direct computation of expected local angular
velocity and local linear acceleration, the difference between
the expected and measured inertial readings served as errors
in the batch optimization formulation.

A downside of offline calibration is that a time-intensive
recalibration must be performed every time a sensor suite is
even slightly reconfigured. Online calibration methods, by
contrast, estimate the calibration parameters during every
operation of the sensor suite, thereby making them more
robust to, and easier to use, in such scenarios. Kim, Shin,
and Kweon [27] reformulated IMU preintegration [18, 28,
29] by transforming the inertial readings from the IMU frame
into a second frame. This allowed for spatial calibration with
online initialization between an IMU and other sensors (in-
cluding other IMUs), but did not include temporal calibration
while also relying on computing angular accelerations from
gyroscope measurements. Li and Mourikis [8] performed
navigation with simultaneous calibration of both the spatial
and temporal extrinsics between a single IMU-camera pair in
a filtering framework for use on mobile devices, which was
later extended to include the intrinsics of both the camera and
the IMU [30], while considering a single IMU case. Qin and
Shen [31] extended their prior work on batch-based monoc-
ular VINS [7] to include estimating the time offset between
a camera and a single IMU by interpolating the location
of features on the image plane. However, neither of these
approaches are suitable to include online spatial/temporal

calibration of multiple IMUs or to address the resilience to
sensor failures.

III. MULTI-IMU VINS

In this section, we present in detail the proposed multi-
IMU VINS (mi-VINS) that fuses measurements from both
multiple IMUs and a camera within the MSCKF framework.

A. State Vector

As compared to the standard MSCKF [3] that uses only a
single IMU, we generalize it to incorporate an inertial state
for each IMU on the sensor platform allowing for update and
propagation of each. If (N + 1) IMUs are rigidly mounted
on the sensor platform, their state vector is given by:

xI =
[
x>I0 · · · x>IN

]>
(1)

where xIi is the navigation state of the i-th IMU [13]:

xIi =
[
Ii
G q̄
> b>iω

Gv>Ii b>ia
Gp>Ii

]>
(2)

In the above expression, IiG q̄ = [q> q4]> is the JPL unit
quaternion [13] parameterizing the rotation Ii

GR from the
global frame {G} to the i-th IMU local frame {Ii}, biω and
bia are the gyroscope and accelerometer biases, and GvIi
and GpIi are the velocity and position of the i-th IMU.

To perform EKF estimation, we define the corresponding
error state of the i-th IMU as follows:

δxIi =
[
Iiδθ>G δb>iω

Gδv>Ii δb>ia
Gδp>Ii

]>
(3)

The relationship between the true value of the state, xIi ,
the estimated value x̂Ii , and the error state, δxIi , can be
written in terms of the generalized update operation [32]:

xIi = x̂Ii � δxIi (4)

For vector quantities, v, this operation is simply addition,
i.e., v = v̂ + δv, while for quaternions, we have q̄ ≈[
1
2δθ

> 1
]> ⊗ ˆ̄q, where ⊗ denotes quaternion multiplica-

tion [13]. Moreover, to allow for utilizing visual feature
measurements, we select an arbitrary IMU to serve as
the “base”, denoted by {Ib}, which can be changed over
the trajectory if needed. We will keep a historical window
of stochastically cloned poses (positions and orientations)
of this base IMU. Specifically, at time step k (which is
corresponding to the k-th received image), we also maintain
a sliding window of the base IMU clones at M past imaging
times tj (j = k −M + 1, · · · , k), alongside with xI :

xcl = (5)[
Ib(tk)
G q̄> Gp>Ib(tk) · · · Ib(tk−M+1)

G q̄> Gp>Ib(tk−M+1)

]
Lastly, as will be explained in further sections, we also esti-
mate online the spatial and temporal calibration parameters,
xe, between each sensor and the base IMU. In particular, we
maintain in our calibration state the relative pose between
the base IMU and camera, bxC =

[
C
Ib
q̄> Cp>Ib

]>
, as

well as the pose between each auxiliary IMU and the base,
bxi =

[
Ii
Ib
q̄> Ibp>Ii

]>
. In addition to these spatial quantities,

we also estimate the time offset between the camera and base
IMU, ctb, as well as the time offsets between each auxiliary



IMU and the base, itb. This results in our total state vector
as [see (1) and (5)]:

x =
[
x>I x>cl x>e

]>
=
[
x>I x>S

]>
(6)

xe =
[
bx>C

bx>0 . . . bx>N
ctb

0tb . . . N tb
]>

(7)
where xS is the set of static quantities whose true values do
not evolve over time.

B. mi-VINS Propagation
IMU (gyroscope and accelerometer) measurements, which

are used to propagate state estimates and covariance, are
given by:

ωim = ωi + biω + niω (8)

aim = ai + Ii
GRGg + bia + nia (9)

where ωi and ai are the true angular velocity and local linear
acceleration of the i-th IMU, niω and nia are continuous-
time Gaussian white noises corrupting the measurements,
and Gg ' [0 0 9.81]> is the gravity in the global frame.

At the current time step k (corresponding to the current
imaging time tk), we propagate the current state estimate
forward to the next time step k+1 (corresponding to the next
new image time tk+1), by using all the IMU measurements
available in the time window [tk, tk+1], which are denoted
by Ii for the i-th IMU (i = 0, · · · , N ), based on the IMU
dynamics f(·) [33]:1

xIi(tk+1) = f (xIi(tk), Ii,nIi) (10)
⇒ x̂Ii(tk+1|tk) = f (x̂Ii(tk|tk), Ii,0) (11)

where nIi is the stacked vector of the IMU noises. The error
covariance is propagated as follows (see [13]):

P(tk+1|tk) = ΦkP(tk|tk)Φ>k + Qk (12)
Φk = Diag (Φ0(tk+1, tk), . . . ,ΦN (tk+1, tk), I) (13)
Qk = Diag (Q0, . . . ,QN ,0)

where Φi(tk+1, tk) is the linearized state-transition matrix
for the error state of the i-th IMU across the time interval
[tk, tk+1] and Qi is the corresponding noise covariance,
while Diag (·, ·, ·) places the argument matrix entries on the
block diagonals of an otherwise zero matrix. Each of these
matrices are computed per IMU using its measurements.
Note that in the above, the identity matrix I in Φk and the
right-bottom zero matrix 0 in Qk correspond to the static
states [see (5) and (6)].

C. mi-VINS Update
To limit the navigation drift accumulated over propagation,

we utilize both multi-IMU rigid constraints and camera
visual measurements to perform efficient EKF updates.

1) Enforcing multi-IMU constraints: As all IMUs are
rigidly connected, at any time t we have the following rela-
tive transformation between the base and non-base IMUs:2
Ii
Ib
q̄ =

Ii(t)
G q̄ ⊗ Ib(t)

G q̄−1, IbpIi =
Ib(t)
G R

(
GpIi(t) −

GpIb(t)
)

1Throughout the paper, x̂(t`|tk) or x̂`|k denotes the state estimate x̂
at time t` using all measurements up to time tk .

2Note that while in this work we assume the spatial calibration
parameters remain static, i.e., that the sensors are rigidly mounted, they
can also be modelled as random walks when dealing with a more flexible
mount. Such a treatment can also be extended to the temporal parameters.

where Ii
Ib
q̄ and IbpIi are the fixed relative pose between the

base IMU b and the i-th IMU. The residual associated with
this constraint for each IMU can be written as:{

2vec
(
Ii(t)
G q̄ ⊗ Ib(t)

G q̄−1 ⊗ Ii
Ib
q̄−1
)

= 0

GpIi(t)− GpIb(t)− G
Ib(t)

RIbpIi = 0
⇒ rIi (x) = 0

(14)
where vec(q̄) = q returns the vector portion of the argument
quaternion q̄. We stack this constraint for each auxiliary IMU
to form a system of residuals, rI (x) = 0. Linearization of
these residuals at the current state estimate yields:

rI (x̂) +
∂rI
∂δx

δx = 0 ⇒ rI (x̂) = HIδx (15)

Note that this is a hard constraint that acts as a measurement
with zero noise. In practice, such constraints may quickly
degrade performance due to inaccuracies in the calibrated
transforms between sensors, which motivates us to perform
online calibration of these parameters. It should be noted that
such relative-pose constraints have been used in previous
multi-IMU systems [34], along with a constraint on the
relationship between the IMUs’ velocities. However, trans-
ferring velocities from one frame to another requires angular
velocity measurements, which have already been used in the
propagation step. As such, we choose to forgo this constraint
to ensure consistency. In addition, as explained in Section
IV, we utilize these relative-pose constraints to perform both
spatial and temporal calibration of the sensors.

2) Visual feature measurements: Before diving into online
sensor calibration, we describe how visual feature mea-
surements are used for EKF update, by assuming we have
performed stochastic cloning at the “true imaging time”.
Consider a 3D feature, Gpf , which is measured at the true
image time tm at time step m, and is given by:

zm = Π
(
Cpf

)
+ nm =

[
x
z
y
z

]
+ nmxy

z

 = Cpf = C
Ib

R
Ib(tm)
G R

(
Gpf−GpIb(tm)

)
+CpIb

where nm is zero-mean Gaussian noise, and C
Ib

R and CpIb
represent the spatial calibration parameters between the base
IMU and the camera. With the measurement residual being
defined as rm = zm − Π

(
C p̂f

)
, and after computing the

Jacobian and residual for each measurement corresponding
to this feature that has been tracked over the sliding window,
we formulate the following linearized residual system:

rC ≈ Hxδx + Hf
Gδpf + nC (16)

where rC , Hx, Hf , and nC are the stacked residuals, mea-
surement Jacobians with respect to the state and feature, and
measurement noises. The key idea of MSCKF is to project
(16) onto the null space of Hf using matrix Q2 whose
columns span this space, arriving at a new measurement
residual that does not depend on the feature, and thus does
not require storage in our state vector (6):

Q>2 rC ≈ Q>2 Hxδx + Q>2 Hf
Gδpf + Q>2 nC (17)

⇒ r′C = H′xδx + n′C (18)
At this point, we have derived both the multi-IMU mea-

surement residuals rI (15) and the camera measurement



residuals r′C (18), which depend only on the considered
states (6). With these linearized measurement residuals, we
can perform the standard EKF update [35].

IV. ONLINE SPATIAL/TEMPORAL SENSOR CALIBRATION

Two common sources of error in practical VI-systems
arise from temporal and spatial calibration inaccuracies. To
combat these, in this section, we incorporate both spatial and
temporal calibration between all IMUs as well as the camera
into the proposed mi-VINS presented in the previous section.

A. IMU-IMU Spatial/Temporal Calibration
In the case of a multi-IMU system that consists of asyn-

chronous independent inertial sensors with non-negligible
time offsets relative to the base IMU clock, in addition to
errors in the rigid transformation estimates, inaccurate time
offsets can greatly impact the multi-IMU constraints (14) and
thus the estimation, which motivates us to perform online
calibration of these parameters.

Consider an event whose time as expressed in the base
IMU’s clock, bt, is related to the same time in the i-th IMU’s
clock, it, by an unknown, static time offset itb:3

bt = it+ itb (19)
To determine this time offset itb, we estimate it online as an
additional random variable included in our state.

In order to correctly enforce the asynchronous multi-IMU
relative pose constraint (14), each IMU must be expressed
at the same time, and therefore this time offset must be
compensated for. To this end, we propagate the i-th IMU’s
state up to the estimate of the current base IMU time as
expressed in the i-th clock, it̂ = bt− it̂b. Explicitly, the IMU
state after propagation at time step k + 1 can be written as
[see (1)]:

xI(
btk+1) =

[
xI0(0t̂k+1)> · · · xIN (N t̂k+1)>

]>
where xIi(

it̂k+1) is the true value of the i-th IMU at the
estimated time it̂k+1 in its own clock.

Using the first-order approximation for the motion of each
IMU, the state of the i-th IMU at the time of the base IMU
is a function of the state at the estimated time and the error
in the time offset estimate, i.e.,
GpIi(

itk+1) = GpIi(
btk+1−it̂b−δitb) = GpIi(

it̂k+1−δitb)
≈ GpIi(

it̂k+1)− GvIi(
it̂k+1)δitb (20)

Ii(
itk+1)

G R ≈ Exp
(
ωi(

it̂k+1)δitb
) Ii(i t̂k+1)
G R (21)

where Exp(·) is the matrix exponential mapping an axis-
angle to a rotation matrix and ωi(

it̂k+1) is the angular
velocity of the i-th IMU. With that, we rewrite (14) in a
residual form (for simplicity time index k + 1 is dropped):

rθi = 2vec
([
− 1

2ωi(
it̂)δitb

1

]
⊗ Ii(

i t̂)
G q̄ ⊗ Ib(

bt)
G q̄−1 ⊗ Ii

Ib
q̄−1
)

(22)

rpi = GpIi(
it̂)− GvIi(

it̂)δitb − GpIb(bt)− G
Ib(bt)

RIbpIi
(23)

3Throughout the paper, the left superscript of a time refers to its clock
while the base IMU’s clock is chosen as the reference clock of the system.

The Jacobians of these constraints can be computed as:
∂rθi
∂δitb

= −Aωi,
∂rθi

∂IiδθIb
= −A>,

∂rθi
∂Ii(i t̂)δθG

= A

∂rθi
∂Ib(bt)δθG

=−
(

(ql,4I3−bqlc) (qr,4I3+bqrc)−qlq
>
r

)
∂rpi

∂GδpIi(
it̂)

= I3,
∂rpi

∂GδpIb(bt)
= −I3,

∂rpi
∂δitb

= −Gv̂Ii(
it̂)

∂rpi
∂Ib(bt)δθG

= G
Ib(bt)

R̂bIb p̂Iic,
rpi

∂IbδpIi
= −GIb(bt)R̂

where we have used these definitions: A =
(qres,4I3 + bqresc) , q̄res =

Ii(
i t̂)

G
ˆ̄q⊗Ib(

bt)
G

ˆ̄q
−1⊗IiIb ˆ̄q−1, q̄l =

Ii(
i t̂)

G
ˆ̄q ⊗ Ib(

bt)
G

ˆ̄q
−1 and q̄r = Ii

Ib
ˆ̄q−1. In addition b·c denotes

the skew-symmetric matrix.
We should point out that the value of ωi used in the

linearization [see (21)] comes from the i-th IMU’s gyro
measurements, i.e., ωi = ωim(it̂) − b̂iω(it̂). Errors in this
estimate are multiplied by δitb, and thus do not affect the
measurement up to first order. It is also important to note that,
after update with the multi-IMU relative-pose constraints,
the state of the i-th non-base IMU will still be at the prior
estimate at time it̂k+1|k (i.e., the time we last propagated the
IMU i to), while we will have an updated estimate for the
time offset it̂b. To compensate for this, when we receive a
new camera image at time btk+2, propagation for each IMU
is actually performed across the interval [it̂k+1|k,

it̂k+2|k+1].
In summary, we propagate each of the IMU states and the
joint covariance using measurements from each IMU. The
states are propagated to the same estimated imaging time,
after which we enforce the derived spatial-temporal multi-
IMU relative-pose constraints (22)-(23) between the base and
auxiliary IMUs through the EKF update.

B. IMU-Camera Spatial/Temporal Calibration
We also calibrate the time offset and rigid transform

between the base IMU and the camera in analogy to [30].
In particular, we model the time offset as [see (19)]:

bt = ct+ ctb (24)
When an image is received at the camera time ctm, we first
propagate the base IMU up to the estimate of the image
time expressed in the base IMU clock, i.e., bt̂m = ctm+ ct̂b.
Then, we propagate each auxiliary IMU up to the estimated
time of the base IMU, i.e., it̂m = bt̂m − it̂b. We note that
while we have an estimate for the base IMU at the estimated
image time, the visual measurements are actually a function
of the base IMU at the true image time. To compensate, we
perform stochastic cloning to create the state estimate of the
pose of the base IMU at the image time btm [30]:

GpIb(btm) ≈ GpIb(bt̂m) + GvIb(bt̂m)δctb
Ib(

btm)
G R ≈ Exp (−ωbδctb) Ib(

b t̂m)
G R (25)

After cloning, we perform the EKF update with the multi-
IMU relative-pose constraints as well as the MSCKF visual
measurements. We should point out that the order of oper-
ations is important, because updating before cloning would
change the estimate of btm, thereby making (25) invalid. For
clarity, the main steps of the proposed mi-VINS with online
sensor calibration are outlined in Algorithm 1.
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Fig. 1: Monte-Carlo simulation results: (top-left) 250 meter long 3D trajectory with the start and end locations denoted as
green square and red diamond, respectively. (bottom-left) RMSE of pose estimates, color-coded segments based on which
base IMU was active. (center) IMU-IMU calibration RMSE of the first 10 seconds of the dataset (as it converges after that).
(right) IMU-CAM calibration RMSE for the first 10 seconds for the stereo pair transformation and time offset.

Algorithm 1 mi-VINS with online sensor calibration

1: INPUT: New image available at time ctm
2: if IMU failure detected then
3: if Failed IMU is base then
4: Switch to new IMU base.
5: end if
6: Marginalize failed IMU state.
7: end if
8: Propagate each IMU state estimates up to time it̂m =

ctm + ct̂b − it̂b along with the joint covariance.
9: Clone the base IMU pose at the imaging time btm(25).

10: Perform feature tracking
11: Perform EKF update with the spatial-temporal multi-

IMU relative-pose constraints (23) and MSCKF mea-
surements (18).

V. RESILIENCE TO IMU SENSOR FAILURES

In extreme environmental conditions, robustness to sensor
failures is key to lifelong persistent localization. As com-
pared to a failure of a stereo camera where the system can
continue on monocular vision, failure of the IMU prevents
VINS from performing state estimation. In this section, we
describe how the proposed mi-VINS is resilient to IMU
sensor failures and allows for up to N IMU sensors to fail
before the system completely stops working.

In particular, we consider the most challenging scenario
where the base IMU sensor fails, as when a non-base IMU
sensor fails it is trivial to just marginalize its navigation state.
During base failure, we “promote” an auxiliary sensor to be
the new base (which is denoted as the n-th IMU). We then
transform the quantities in our state to be expressed with
respect to this new base. Specifically, each IMU clone refers
to the base IMU sensor frame at the true imaging time, tj ,
and we can write the following transformations for each:

In(tj)
G R = In

Ib
R
Ib(tj)
G R (26)

GpIn(tj) = GpIb(tj) +
Ib(tj)
G R>IbpIn (27)

In the case of online spatial calibration, we propagate them
to the new base IMU as follows:

Ii
In

R = Ii
Ib

RIn
Ib

R>, InpIi = In
Ib

R
(
IbpIi − IbpIn

)
(28)

Ck

In
R = Ck

Ib
RIn
Ib

R>, CkpIn = CkpIb + Ck

Ib
RIbpIn (29)

Lastly, we note that the relationship between any clock,
the base clock, and the new base clock takes the form
nt+ntb = it+itb ⇒ itn = itb−ntb. Using these constraints,
we can modify the estimates such that the n-th IMU serves
as the new base, through a proper mean and covariance
propagation. This procedure can be triggered at any point,
such as when base sensor failure is detected, allowing for
continuous, uninterrupted estimation.

VI. EXPERIMENTAL RESULTS

To validate the proposed mi-VINS we have performed
both Monte-Carlo simulations and real-world tests, while
focusing on evaluating the resilience to IMU sensor failures
and the accuracy of online spatial and temporal calibration.

A. Monte-Carlo Simulations

In simulations, we consider a stereo visual-inertial (VI)
system, while in our real-world tests shown later a monocular
VI system is validated. Specifically, we simulated an Asctec
Firefly UAV equipped with a stereo-VI sensor using the
Gazebo simulator [36] traveling in a dynamic 3D trajectory
(see Fig. 1). A series of 7 IMUs were placed 1.5 meters
radially around the body frame of the UAV with random
orientations. Ground-truth inertial measurements were col-
lected at 400Hz and corrupted using the characteristics of an
ADIS16448 IMU using the standard discrete-time simulation
method of [37] (along with simulating biases), while image
measurements were corrupted by one pixel noise at a rate
of 20Hz. Constant (static) time offsets were subtracted from
each IMU and camera readings introducing the time errors
between measurements. The mi-VINS was initialized with
perturbed ground-truth calibration of varying magnitudes,
and 30 Monte-Carlo runs were performed, where each run
represented a different realization of the measurement noises.
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Fig. 2: Experimental results: (left) Top-down view and z-axis trajectory estimates (about 143-meter long) with different base
IMUs. (center) IMU-IMU spacial and temporal calibration results and (right) IMU-camera calibration results.

The system was initialized from rest such that each IMU’s
starting velocity was zero, while the base IMU was initialized
with the ground-truth pose. After this pose of the base IMU
was determined, the IMU-IMU calibration parameters were
used in a covariance propagation to initialize the pose of
each auxiliary IMU. For this experiment, a sliding window
size of 15 poses was used in the MSCKF.

After waiting 40 seconds to ensure convergence of cali-
bration parameters, the base IMU was switched off every 6
seconds until only a single IMU sensor remained to mimic
the sensor failures. Fig. 1 (bottom-left) shows the root mean
squared errors (RMSE) of the trajectory estimates, where
the color-coded different segments are obtained by using
different base IMUs. For continuous trajectory estimates,
we recorded the poses of IMU 0 at every timestep using
the current estimates for the base IMU and the spatial
calibration parameters between the base IMU and IMU 0.
From the IMU-IMU calibration results shown Fig. 1 (center),
we clearly see that the temporal and spatial calibrations
quickly converge to the ground-truth. Finally, the IMU-CAM
calibration shown in Fig. 1 (right) converges towards the
ground-truth from poor initial guesses. These results show
the ability to both perform accurate online localization with
resilience to multiple sensor failures (in this case 6 sensors
failed in total).

B. Real-World Tests
In our real-world tests, we assembled the multi-IMU VI

system shown in Fig. 3, which consists of a Pointgrey
Blackfly camera with a wide angle lens, MTI-100, MTI-
g710, and VI-sensor [38] with an ADIS16448 IMU. We used
the Blackfly camera as a monocular image feed, while the
MTI-g710, MTI-100, and VI-sensor ADIS16448 IMU were
used as the three inertial sensors. The MTI-g710 acted as the
base IMU until 50 seconds into the dataset when switching to
the MTI-100 sensor was triggered, followed by a switching
to the ADIS16448 IMU 100 seconds in. It should be pointed
out that this order of IMU failures is arbitrary as the proposed
mi-VINS can handle the failure of any of the IMUs (base or
non-base), while we here focus only on the most challenging
case of repeated base IMU failures. KLT tracking [39] using
the implementation from OpenCV [40] was performed on

incoming image measurements, while outliers were rejected
through 8-point RANSAC. When features reached the sliding
window size (10 poses in this experiment) or were lost, they
were used in the MSCKF update.

ADIS16448

MTI-g710 MTI-100

Blackfly

17cm 29cm

25cm

Fig. 3: Multi-IMU VI-sensor used in
our real-world experiments.

We evaluate our
sensor calibration
performance
in comparison
to the results
obtained from the
Kalibr calibration
toolbox [37] which
is an offline process
and is expected
to be close to the
ground-truth. These parameters were manually perturbed
to form very poor initial guesses for the system in order
to demonstrate robustness. The results in Fig. 2 clearly
show that the proposed mi-VINS achieves impressive
localization and calibration performance. Two of the three
IMUs “failed” during the trajectory but did not impact the
estimation performance. As no ground-truth was available
for this test, we returned to the starting location and
computed the accumulated position error which is 0.35
meters, only about 0.24% of distance traveled. In addition
the proposed system remained real-time, with an average
processing time of 0.023 seconds (43 Hz) per image,
compared to the 20 Hz rate of the camera.

VII. CONCLUSION AND FUTURE WORKS

In this paper we have developed a multi-IMU VINS (mi-
VINS) with online sensor calibration which is resilient to
sensor failures and is able to perform online calibration
of both the spatial and temporal relationships between all
involved sensors. The proposed mi-VINS has been validated
in both simulated and real experiments, and shown to provide
accurate estimates for both the trajectory and calibration
parameters even in cases of sensor failure. In future work,
we plan to perform online intrinsic calibration as well similar
to [30] and also investigate automatic initialization of the
IMU-IMU calibration parameters.
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